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ABSTRACT: The large retrospective studies including racially diverse breast cancer screening populations, different 
mammographic imaging machines and various image acquisition settings are very important. The practical clinical 
considerations Adoption of AI (for example, IT infrastructure, healthcare workforce, technical integration into the 
clinic workflow and interaction of radiologists with AI), cost effectiveness, and various ethical and legal dilemmas AI 
must be addressed before it becomes commonplace in breast cancer risk assessment .Since it is based on retrospective 
scan data, often underrepresents certain minority groups, and may contain biases, AI potentially exaggerating existing 
inequalities for racial groups that already exist carries a high disease burden. 
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I. INTRODUCTION 

Mammographic screening is associated with a reduction in breast cancer mortality and mortality. Additional efforts to 
improve the results of breast cancer screening focused on strengthening the test intervals and reading formats. 
Improvements to Breast cancer risk assessment algorithms with image-based data capture capabilities are helpful 
balance damages and profits with better reporting to test algorithms. A complex landscape of mammographic 
experiments offers several opportunities for integration development implantation of computational imaging 
phenotyping of breast tissue. The radiomic AI has shown great potential in improve breast cancer risk assessment and 
potential, patient outcomes. Recently, a list of computer tools developed to convert mammographic images into 
phenotypic features of computational Artificial Intelligence (AI). The public has been aware of the ongoing AI 
transformation by introducing in-depth study-based convolutional neural networks (CNNs). These DL-based CNNs not 
only increased image use in speculative models but also filled breast cancer testing as one of the most promising 
computer programs breast imaging tools. 
 

II.  RELATED WORK 

The "spirit of change" of AI in medical imaging computers AI is an umbrella term that combines variety mechanization 
methods mimic human decision-making. Machine learning (ML) falls under a large AI class and encompasses all 
available methods allow computers to learn from the extruded features examples of training without those features 
become obvious programmed.Examples of ML approaches include: regression, support vector machines, random forest 
classifiers, k-nearest neighbour algorithms and artificial neural networks (ANN).In contrast, supervised machine 
learning the methods train algorithms to classify data or predict results using pre-labelled datasets. 
In general, the development of DL models is a largevolume of data for training, validation and testing with various 
imaging studies reporting logarithmic trends between model performance and data sample size. The development of 
crucial DL algorithms and training has made DL mainstream in the world. The medical image computing, including 
applications that evaluates mammographic imaging data for breast cancer risk evaluation.AI studies showing robust 
and reproducible breast density assessment for advanced risk estimation the most commonly used method to assess 
breast density in the clinical setting is visual and subjective. 
Grading of breast density by a translator radiologist one of the 4 categories determined by the American College of 
Radiology (ACR) Breast Imaging Reporting and Data System (BI-RADS) .However, the inter-reader and inter-reader 
there is variability in the assignment of breast density with κ statistics, particularly among less experienced readers. The 
dense tissue area relative to the entire breast area (BI-RADS fourth edition, 2003), but recently (BI-RADS fifth edition, 
2013), categories longer defined by percent density, but rather the potential to mask cancers with dense breast tissue. 
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Despite the great differences between readers. It is a common approach to use BI-RADS density assessments as the 
gold standard in AI density models, mainly due to the lack of large datasets with baseline accuracy density estimates. 
Moreover, study showed the difference between random sampling and equal sampling in each of the four BI-RADS 
categories, the format of the FFDM images in the training set is different from: that of the FFDM images in the 
evaluation set. 
Recently, it could be an important step Toward BI-RADS breast density assessment with AI, research focused on 
exploiting domain customization Approaches to create DL models using 2D synthetics reconstructed mammographic 
(SM) images from DBT purchases where the adapted model is in good agreement with the BI-RADS density 
classification from the SM images of radiologists (four classes F=0.72–0.79) . 
Additional new directions in this field include: as well as cutting-edge DL architectures, federated learning shared by 
participating institutions model weights among themselves instead of actual weights. The purpose of the second 
approach is to educate and refine DL models with large multi-institution cohorts. 
In addition, BI-RADS intensity evaluations of radiologists both the risk of developing breast cancer and masking risk in 
a single density assessment components are two different tasks. 
Therefore, an important task to provide quantitative continuous measurements of breast density to predict breast cancer 
risk for AI and to predict the masking potential of cancers to areas of increased density. 
FFDM images from a single vendor site that may limit their ability to generalize to various domains breast cancer 
screening populations. 
Artificial intelligence advances in direct breast cancer risk assessment with mammographic images among the first to 
discover the potential of DL in the breast cancer risk assessment, Kallenberg et al. (Using a simple classifier, the 
authors showed Without further tweaking the mammogram images, features in the first fully connected layer can 
effectively distinguish the healthy ones of the model controls from both high-risk groups (AUC=0.83 and AUC=0.82 
for BRCA1/2 gene mutation carriers and unilateral breast cancer patients, respectively). 
Interpretability is also key to advancing AI applications in breast cancer risk assessment. 
Interpretability approaches are growing rapidly, unique opportunities for AI applications in mammographic images. 
 

                             III. CONCLUSION 

Rise and prevalence of artificial intelligence in breast cancer screening poised to improve breastcancer risk 
assessmentand enable personalized browsing suggestions. 
However, many technical challenges associated with the inherent features of mammographic imagingremain 
unresolvedespecially artificial intelligence developments,digital breast tomosynthesis. Also, to speed upValidation of 
AI breast cancer risk models and theirtransition to clinical practicesare very important thereproducibility, 
interpretability androbustness using large heterogeneous datasets. WithCreative AI solutions to improve accuracy, 
validate performance and improve confidence in decisionmaking, AIChange how breast cancer screening is done. 
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